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‘1’l~c  Alaskn SAR IJacility  (ASI;) situated at the. llnivmity  of
Alaska l~airbanks  (( IAII’) is cut-rcntly undc]p,oil]{’, an cxtcmsivc
dcwclopmcnt  cffor[ to ituxasc its cxpahilit  ics i II han(iling ncw
smsom and in the al cas of Illloup,hput, data handling,, amhivc,
and distribution [ 15], ‘1’hc SAR l’roccssing System (S1]S) in
par[i cular wi 11 bc. ntud] cnhand  and will m pand from the
cuI rent sinp,lc pmccssm  con fip,u] ati ol] 10 onc Itlat consists of
three SAR processors in total. With the rIcw S1)S, Ihc cLIrIcI~t
plocfcssing  capabilities for 1{1{S-1 and llll{S - 1 will remain
Addtxi will bc pI messing  capabjlitics  fm IiI<S-? (Iatc 1994) and
I< A1)ARSA’1’  (early 1995), N401 covm, i mprovcmcnts  in Ihc
alcas of tl]muy,llput, diability,  maintainability and operability
wi 1 I 1X achicvcd.

—... .—.
‘1’hc rcscawh dcs&ilxxl  in this pap;l \;as earl-ic(~ out hy the “R
l’mpulsion  1 ,aboratory, (;alifo]nia  lnstitutc  of ‘J’ccl)noloy,y,
un(im a cont]acl with the National Acmnallticx and Space
Administration.

1’-1 K],: 4-29-90.

—



IN’1’l{O1)II(;’J’ION”

‘1’hc Alaska  SAR IFacility (ASl~)  is located at ]Failbanks, Alaska
an(i is opclatd  by the  Univmity  of Alaskfi.  ‘1’hrcwgh co-
operative agrccmcnls  established with va[-ious  domestic and
foreign flight  a~{cncics  Iikc NASA (National Aclonautical  and
Spacx A(itl~il~isttati(~]~),  l{SA (Ilumpcan Spacx Agency), and
NASIIA (National Space IIcvdopmcmt A~Icncy  of Japan), ASl~
has bum scwinp, as onc of scvmal data pmxssing  facilities
wmtd-wide that collcd,  ploccss, al-cllivc  and distribute data
rcmivcd  from car(h observing satellites liRS. 1 and JJtRS-1.
“]’hlollgh  similar  allangcmcnts  ma(lc w i t h  ILSA a n d  CSA
(Canadian Space A(lt~~il~istratioll),  ASP’ has been taskd to
support ncw additional scnsom  bcin~  planned fol launch  and
opcraticms  in late 1994 (111<S-2) and tally  1995 (I{ A1)A1{SA”l’)
as wall,

‘1’0 bc.tier handle the cxpcdc(i  incmasc in (iata vdumc  atl(i to
bctlcr  serve its (iata user communities, the entire ASIF is
un(icrgoing an major upgracic  [ 1 S]. A block  diagram of the
rcvi sc(i A S1; is shown in l;i~ylrc 1. ‘J’hc SAR l’mxssi ng System
(S1>S) of tl~c ASI’ is tasked with providing the IIcccssary SAR
(iata processing f’unclions  to han(iie liRS- 1, liRS-2, JliRS-  1, an(i
l{ AI) ARSA’1’. ‘1’hc S1’S was first commissionc~i  in 1 9 9 1 ,
suppo]-ti]]g  111< S- 1 witt] a single SAR p]-ocessoi  callcxi  the ASI)

(Alaska SAR IWmcssor)  [ 13]. ‘J’hc AS]) was later adapted ill
1992 to accommodate .1l{l<S-1  as well [ 14], ‘1’hc anticipate(i
promssing  Icquilcments  from upcoming ncw sfitcllitcs such as
ltRS-2  an(i RA1)ARSA’1’  point t o  a  need fol a(i(iitional
processors and a new S1 )S, “1’0 provi cic cmti  nual sL]pjx)r( to
(iata users, the ncw S1)S is rcquire(i  to maintain tlIc  cxistins (iata
processing capabilities fm liRS- 1 and J] tl{S- 1, but at the same
time, be able 10 handle new (iata types atl(i  volumes brought
upon  by liRS-2 an(i RA1)ARSA’J’. ID a(i(iiiiol~,  the cicsign  o f
the new S1’S is to conform to newly adopted A SII’ standards in
the al-cas  of systcm :ilchitccture,  inter-pl occss c(~lllllltlllicatioll,
cm] handling, and user interface [ 1 5],

‘1’hc foil owing sccti cms provi(ic  an ovc.rvicw  of Ihc new S1’S
within ASI; and (icscribes each of the S1)S component systems:
C]) ((kntml l)toccssor), 1{1)S (Raw l)ata Scanner), ASP, SS1)
(Scat~SAR  l’mcessor),  and 1’1’ (l’rcc. isicm  l’mcxssor). lncludcd
at-c [jt-icf discussions o n  t h e  dcsig, n Icquilcmcnts,
ill)~~lclllclltatiol]  app each, anti cxpccte(i  system performance. It
concl  LIdcs with a brief report on the ptcsc.tlt  status at~d
imtne(iiatc  milestones.
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‘1’hc AS]; block diagram as shown in l(igurc 2 shows the cxi sting
S1’S in  the  currcn~ ASI; systcm cmnfigulation, ‘1’hc S P S
currently interfaces with the ACS (Archive & Catalog
Subsystcm) which han(tlcs pmccssillg requests an(i serves as an
archive for data proclucts,  and to the 1{SS (Recording &
Switching Sub-systcm) that contains high density tape drives
for p] aybad and rcumiing  of (iata.

‘1’hc existing S1)S consists of the ASI) SAR pmccssor  and the
]’ost ])lOCCSSOJ’ that gcncratcs  photographic prmiucts.  ‘1’hc ASP
is a custom designed and bui]t hardware-basd SAR data
prmcssm.  It is a sccmnd generation pipeline SA i< pmccssor  to
the AI)SI’ (Advanced l)igital SAR Pmccssor)  that was built in
1983 an(i later a(iapte(i for supporting the h4agdlan mission to
VcnNs from 1990 to 1993 [7, S,9]. ‘1’hc ASI’ ilni~lcmcntc(i the
fast l~l;’1’  correlation algorithm in troth ranp,c and azimuth, 11
consists of 32 boar(is auangcd  in 5 cages that fits into a single
rack. It operates at a clock rate of 10 Ml Iz, and is capable of up
to 3.9 billion fixui-point  operations pc] sccon(i, It has its own
law data (icformatti]lg  ancl ctcccxiing  capability and interfaces
directly with the 1{SS, rccciving  its input raw data an(i
offloading its output full -rcsoluticm image data dircctl  y onto
high density digital tapes. Cutrcnt pmccssing throughput is on
the OJdCJ” of 200100 x 100 km~ image fi-amcs pcJ (iay.

}1. :j K]!: 4 - 2 9 - 9 4 .
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];igurc 2.
I;xisting  SPS Configuration
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Ncw S1’S Configuration

‘J’hc ncw S1’S block ciiagram  is shown in l~igure 3. It consists of
five Sllb-systcnls:

an upgraded  version  of the current Alaska SAR IWcessor
(ASI)) that also handles 111< S-2 and RAIJARSA”l’  data,
a new ScanSAl{  Pmccssor (SS1)) for handling Scan SAR mode
data from RAIIA1{SA’1’,
a new l’recision Processor (1)1)) for gcncralinp,  high prcci sion
image data products,
a Raw llata Scanner (1{1)S) for cxtractinp,  image frame
information and determining raw data availabi  I ity,
a Conlml Processor (C])) fol- co-oldinatin~,  all processor
cent mls and interfaces.

P - 4 K]!: 4-79-9~.
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liiglll’c  3.
TNcw S1’S lllmk IIiagram

‘1’hl”ougllput

‘J’hc prcmssing Ihmughput  requirement  of the ncw S1’S is
largdy  shaped by scicncc (icmanct;  and it now includes a
‘rcpmccssing’  capability that allows ASl~ to obviate the routine
archive of lme.1 ‘ 1‘ image  data pmducls

ASl~ is anticipated to reccivc a daily total of 200 minutes of
data either (iirectly via downlink  from mpcctive  satellites or
indirectly via shipment from foreign stations when ltRS- 1,
10{S-2, JIO<S -I, ancl RAIJA1<SA’1’  arc all functional sometime
in nlid- 1995 (see ‘liable 1). Of this daily 2.00 minutes, a

combined 40 minutes are cstimatcci  to come f] om 1{1<S-1  and
J1il{S-1, 40 minutes from liRS-2,  and the Jcmaining  120
minutes from RAl)ARSArl’. With RAI)ARSA’I’ capable of
opclating  in either continLloLls  mode or Scan SAR mode, it is
estimated that about half of Ihc cxpcctd  120 minutes of
RAI)ARSA’J’  data rcccivd  at ASI; will bc in Scan SAR mode.

P-5 K1,: 4 - ?  9 - 9 4 .
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‘1’he requirement on the upgradd  AS]) is to pJ-OCCSS  daily  58
minuics of colltil)Llotls1310clcdata:  a combined 10 minutes from
1;1{S-1  all(i Jl;l<S-l,2,8  frol~ll;1<S-2,  al~d12frol~l  l< A1lAl<SA'l'.
‘1’hc remaining 8 minL]tcs arc sp]il bclwccn  ‘quick-look’
processing (using unrefined cphcmcris  information) and
‘reprocessing’ (using custom user-specified processing
pal-a mclcrs).

‘J’hc processing requirement on the SS1) is to hand]c  about half
of the daily available Scan SAR data or about  30 minutes pcr
ciay. ]n addition, a combined 4 minute. s of ‘quick-look’
processing and ‘rcproccssing’ of ScanSAR  data is planned.

‘J’hc proccssi~lg  requirement on the 1)1) is to process daily 5
minutes of continuous mode data: 1 minute  frmn 111{S-2,  and 4
minutes from various continuous modes ofl{Al)ARSArl’,

‘1’o keep up with the available data at ASl~, the 1{1)S is mquird
to ‘scan’ all 200 minutes of dala mccivcd  at ASI; from all four
satellites. ‘J’his will allow an up-to-date data-base to
maintained at lMS (Information h4anagme.  nt Systcm) on
availability y of l-aw ciata,

Table 1, ,W),f’ l)rocc.v,vitj.g  lhrm@pII1  lkquircmf  ]l,v.

-. .——..  — —

be
tllc

@$#~ c~,2: : #
I{-l/J-l }i-2 RAl)ARSA”lI Q-1 , Rcpr “1’()”1’A1,

NO’J’J;S: 1;: 1;1{S; J: JI;RS; Q-J,: Quick-1ock; lkpr: Reprocessing;
Cent: Continuous mcdc; Scan: SCWSAR,
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l)nta  l’roduds

‘1’he S1’S is dcsigncct  to yield a variety of data products
dcjwncling  on data type:

(kt?/IIImI/.s mode ,$Al/ dakl: l;or cent inuoLls mode data, the S1’S
is rcquirccl  to be capable of producing computer compatible
signal data (CCSI))  from raw signal ciata,  singl  c look complex
ima.gc  data,  g, I”oLInd  range ful]-resolution image data, ‘quick--look’
i m age data,  an(i ‘rcproccssect’  image data.

,%at).7Al(  mode SA1( doia: For ScanSAR  mode data, the S1)S is
rcqui red to produce gcocoded  ful I resolution i m age ctat a, tmai n
comctcd  full-resolution image data, ‘quick-look’ image data, and
‘rcproccsscd’  im agc data,

,Y1’,$ 1])//)/c/)/cil/(]/iotl  Approach: ‘1’hc il~lj~lelllc~~tatic)ll  of the S1)S
follows an open system architecture approach and adheres to
client-server as WC1l as other project-wide inter-process
communication and interface standards of the ASF [1 5]. ‘l’he
emphasis is on apjiying  to the largest extent possib]c (0’1’S
hardware, software, standards, an(i tcchnolop,y.  With minor
exceptions in the AS]) whcl-c new custom hardware al-c
unavoidab]c,  all other sub-systems in the S1’S arc being
implcmcntcd with commercial high performance workstations
and mini-super computers running UNIX oj~crating  systcm.
Compliance with J’OSIX (J’or[ablc Operating Systcm lntcrface)
and the X/Open l>or{ability  Guide is a rcquircmcnt. And high-
levcl programming languages such as ANSI C and lJORTRAN
arc sclcctcd for case of iil~~~lcl~~cl~tatiol~  and maintenance.

1 ’ - ” /  K ] , :  4-?9- 9 4 .



,$/)S’ ltjI/1/c/~Ie}?lo/io?~  ,$c/wdI//c:  I’he implcmcntat  ion of the new
S1)S follows a phased approach due to fiscal and schedule
mmslraints. 3’11c AS1)Ll~~grade task istargctcclfm  completion in
early 1995, in time for it to bc rcacly  fol I{ AI) AR SA”l’
commissioning phase activities. ‘1’he SS1’ dcvclopmcnt  is being
split into two phases: a prototyping phase and a dcvclopmcnt
phase. ‘1’he first phase will result in early 1995 a Release 1
version of the SSP which will bc used to help validate Scan SAR
Inodc  data acquisition during RAl)ARSArl’ commissioning,
This is then followecl by a dcvclopmcnt  phase hereby a Rclcasc
2 version of the SS1’ will be rca(iy for ]-outinc  ScanSAR clata
pmccssing  operations in car] y 1996. ‘1’hc P]’ dcvclopmcnt is
staged to follow that of the SS1’ with a dc]ivcry (late sometime
i n late 1996, ‘J’hc Cf)/R1)S dcvclopmcnt  is spread out to cover
through late 1996 with incremental dclivcrics that matches the
dcl ivcri M of the various SAR processor.

‘1’he Control ]’roccssor  and Raw l)a{a  Scannrr

C~o//f/o/  l’roccl~,ww:  The main funcli  on of the S1)S Cent ml
l]roccssor  (Cl}) is to provide overall control of all SAR
pmccssors  within the S1>S through a single opm ator interface.
‘1’o cnhancc SPS operability, the Cl) also provi(tcs  temporary
data storage for all pmccssors  so that S1)S can operate without
support from other ASF sub-systems SLICII as l)AI)S (I)ata
Archive & l)istribution  Systcm) for up to five days. ‘1’he Cl)
also hosts the image data quality control functions for S1>S,
allowing a ccntraliy,cd  ]c)cation  to analyz,c raw data as W C]] as
in~agc data from various SAR processors. It also acts as a server
interface to l~APPS (Data Acquisition & Production Planning
Systcm)  under a client-server relationship, and provides
intcrfacc with other external systems within ASI; such as IMS
and I) AI)S.

P-8 K ] ,  :  4 - 2 9 - 9 4



l{mv 11~/a  S’came): The main function of the S1’S Raw IIata
Scanner (R1)S) is to dcfomat  and decode raw signal data and
auxiliary (including cphcmcris and cnginccrinp,)  data that arc
cmbcddcd in the high-rate data stream down linked from each
satellite. ‘1’hc dccodcd  SAR signal data and auxiliary data arc
then fed to either Ihc SSP or the 1’1’ for image generation. (Note
that ASI’ has its own raw data dccodc  ancl scanning capability.)
A second function of the RI)S is to provide an cfficicnt
‘scanning’ capability for ‘surveying’ all availab]c high-rate data to
determine clata availability and to captLlrc ‘image frame’ recta
data to bc incorporated into a data-base at Ih4S to facilitate the
product ordering process.

(Y’\l/1~,$ 1111/~lcII/(J}lInlIo}l:  A Silicon Graphics Challenge 1,/4
cxmputcr capable ofupwar(is  of 400 Spcclnt  92. is being sought
for the C1’/J<l)S application, A “J’ri-l’]cx  intcrfacc is included to
pl-ovidc  1<11S access to the high clcnsity  tap drives at the 1{SS.
It) addi~ion to handling all control and intcrfacc  functions for the
S1’S, this systcm is expected to complete the daily ‘scanning’ of
all 200 minutes of data plLJs supplying S S 1) and 1’1’ with 40
minutes of dcformatted and dccodcd  data within each 16-hour
day. ‘1’hc dc]ivcry  of the C1’/RI)S  is being staged so that the
appropriate CP/Rl)S  capability is available to suppor[  each
llcw processor that ccmcs on-]inc.

1’-9 Kl,: 4 - 7 9 - 9 4 .



‘J’hc Alaska SAR ]’roccssor

AS’/’ l~jgmdc,$:  “l’he existing Alaska SAR Processor (ASP) was
dcsigncct to interface directly with the 1{SS tape system for data
playback and recording. “1’ho  ASI) also performs its own data
dcformat(ing and dccociing  of 111< S-1 and J1lI{S- 1 data. As pari
of the AS]’ upgta(ic,  an a(iciition  of a l{ A1)ARSA’1’ (icformattcr
boar(i to the hardware corre]ator front-cn(i enables the AS]’ to
c o n t i n u e  to f u n c t i o n  indcpcn(tcnt]y  of the 1<11S f o r
RAIIARSA”J’  data input.  “J’hc output  full-resolution image (iata
from the ASP is m-routed to go onto a disk system via a SCSI
interface instead of going  cm tape via the 1{SS tape system. ‘l’he
Pmt l’rocessor  functions are removed from the ASP entirely
and will bc incorporation into the I) AI)S, ‘1’hc ASP control
fLlnctions arc being migratc(i from the cxis(ing  MASSCOMI’
computer onto a more modern and cfficicnt  1)1 K-A1 ,PIIA
workstation. ‘1’his move is expcctcd  to cnhancc the intcrfacc
bctwccn  the ASP an[i the CP, and also a(i(ircss the longer-term
lnaintainabi]ity issues with the MA SSCOMI’. ‘llc rc-routing
ofthc  full-resolution image data omo S(;S1 disk is cxpcctcd  to
in~provc ASP systcm throughjwt  as well as reliability.

A,Y]’ (Jj)gtwdc  l]]~])l(~]]]c})l{~lio)t: As cicscribcd  prcvi OUS1 y, the
ASP upgra(ic  involves both a(iciition  of custom  har(iware  as
well as upgrade of commercial hardware, ‘1’hc upgladcd  ASI) is
cxpcclc(i 10 process its ciail  y ai iotmcnt of 58 minutes of
continuous mode ciata  within a 16-hour  (iay, A 38°/0 throughput
lnal-gin is main tainc(i to account of unschc(iu]c(i  systcm  (iown
lime and processing errors. ‘1’hc expectc(i  avai iablc date for the
Ilpgra(icci ASP is early 1995.

‘1’hc ScanSAl?  ]’rocessor

‘J’hc Scan SAl< ]’roccssor  (SS1’) is dcvclopc(i  for the soic
purpose of generating wi(ic swath images from (iata collcctwi
by RAl)Al{SArl’  un(icr various Sc.an SAR operating mo[ics.
ScanSAJ{  is similar in many ways to the burst-mode SAR used
by Magcllan  for \~enus  mapping, ‘J’hercforc,  in terms of
processing algorithm, a fair amount  of inheritance is cxpcctc(i  tO
coJnc f r o m  t h e  Magellan  p r o c e s s o r s  [ 7 , 8 , 9 ] .  I’hc
iIlll>lcll~e~ltatioll  of the SS1’ is pcrformc(i in two stages: a
Rclcasc  1 version available in early 199S for vali(iating
Scan SAR (iata acquisition; followcxi  by a Release 2 version in
early 1996 fol- routine Scan SAR (iata processing,
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,Y,YI’ - Iklmw 1 lt]q)lct)](?l)lati[)tl: ‘1’hc object  ivc of the Rc]casc  1
version of the SS1) is to serve as a prototype, As sLlch,  it is
cxpcctcd  to meet all SS1’ rcquircmcnts  [ 1 -6] cxccpt  for
processing throughput. ‘1’o satisfy the Scan SAl< (iata validation
I~cccI (lLlring  the RAI)ARSA”l’  commissioning phase, it is
anticipatcct  that processing throughput on the ordct of about
onc S()() X 500 kn12 itnagc  frame pcr day would  bc sLlfficicnt.  A
Silicon Graphics Cha]lengc  1,/2 computer capable of a peak rate
of 150 Ml/l .01’s (1 SO x 106 floating-point opcraticms  pcr
second) is targctc(t for this application,

,f’.$’l’ - l{elea.vc  2 lt)l])lell]et)l({liot);  I’hc Rclcasc 2 version of the
SS1’ will inherit and improve upon the algorithm anti design of
the Rclcasc 1 unit to meet operations throughput. A daily 34
minutes of Scan SAR data is targeted for this processor. It is
estimated that a machine capable of sustained conlpLltation  rate
on the order of 500 M}; I,OI’S is rcquirccl to maintain a better
than onc tenth real-time processing rate, IIcnchmark software
mns  arc being con(tuctcd on various high performance
workstations and mini-super computers, ‘J’hc hardware
selection procrcss is cxpcctcd  to bc complctcd  within the
coming fcw months,

‘J*IIc  l’recision l’rowssor

‘1’hc main objcctivc  of the Prec i s ion  l)roccssor (P]’) is
demonstrate the feasibility of producins  high prcci  sion image
data products by eliminating to the largest extent possible
])lc)ccsso]-i]](ll]ccd  errors, Advent in latest  algorithm technology
l)as pmvidcd a class of so-called chirp-scaling algorithm
[ 10,1 1,12] that showed potential for yielding high image
fi(iclity in respect to ractiomctric, phase, and geometric
ticcuracy. It is estimated such algol-ithm would require a
sustained computation rate on the order of 500 Ml;] .01’s to
lnaintain a onc thirtieth real-time pmccssing  rate. With a
throughput rcquircmcnt of only 5 minutes of dala pcr day, it is
conccivab]c  that the PP can bc implcmcntcd  on the same
lnachinc as the Release 2 of the SS1’. Algorithm simulation
studies arc currently being conducted. And clcvclopncnt of the
P]’ will follow that of the SS1’ with complcticm talgctcd  for Iatc
1996.
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SUMMARY & S’J’A’J’US

in addition to being capab]e  of handling Ihc incrcascd
processing r e q u i r e m e n t s  b r o u g h t  on by 1{1<S-2 and
RAIIARSAT,  the new S1’S presented here is capable of making
future S1’S enhancements such as adding  and upgra(iing  new
processors relatively straight forward. Ily conforming to
popular industry standards and employing CC)”J’S  con~poncnis,
the cxpan(iability  and maintainability issues have been
satisfactorily addressed. Design for the ncw ASJi-SPS has gone
through a fLlnctional  design review in IJcccnlbcr  1993.
I’rc]iminary  design of its component sL]bsystcnls arc being
pcrformcci  with appropriate design reviews targeted throughout
t h e  S l l n l m c r o f 1 9 9 4 .

‘1’hc authors wish to thank the Alaska SAR l;acility  l’rojcc! for
supporting the work dcscribcd  in this paper.
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